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Brain-model alignment via cross-decomposition

Brain-like functional organization in topographic transformer models of language processing

Figure 1: Spatial querying and reweighting operations in the “Topoformer”

Model training and evaluation
● Train a single-head 16-layer Topoformer BERT model with Masked Language Modeling objective 

following Geiping and Goldstein's (2022) cramming paradigm on the Bookcorpus-Wikipedia dataset.

● Evaluate task performance on the GLUE benchmark.

Visualizing topography

Figure 2: Topographic organization across all layers of Topoformer-BERT.

Quantification of topography in all layers of Topoformer-BERT

Interpreting the emergent topography

Figure 3: Selectivity-based interpretation of topographic organization in Topoformer-BERT.

Figure 4: Alignment of topographic representations in the human language network and Topoformer-BERT

● Topoformers produce a topographic organization of linguistic representations
● There is significant alignment in the topographic components of the model and human 

language network, but both resist neat interpretation (so far)
● Our work provides a new perspective on graded functional topography within the 

language network, which should be investigated further

The human brain is topographically organized
Topographic vision models have begun to explain the 
functional organization of the visual cortex

Schrimpf et. al, 2021

Internal representations of 
Transformer large language 
models (LLMs) can predict 
human brain responses and 
behavior

Adding topographic priors to self-attention

Each key is associated 
with a single query

Fully-connected linear 
reweighting

Each key is associated 
with a spatial pool of 
queries

Locally-connected 
linear reweighting

characterize topography at multiple spatial scales

summarize topography over all scales

Lee et. al, 2020
Margalit et. al, 2024
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Compute alignment of i-th components

Conclusions

Local correlation is 
a good index of 
topography

Question: Can we obtain topographic 
organization of linguistic representations 
within a transformer architecture?

5 participants, 
reading 1,000 
sentences in fMRI

total cost = task error +  wiring cost

Arcaro & Livingstone, 2024
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With held-out data compute scores:

The Interactive Topographic Network 
(Blauch et. al 2022) simulates the emergence of 
functional specialization from task optimization 
under explicit biological connectivity constraints

Other models have provided converging support
(TDANN, VTC-SOM, All-TNN, TVAE, etc.)

Tuckute et al., 2024

Ongoing and future work
● Apply to Topoformer to more domains (vision, audition, …)
● Residual stream topography, wiring minimization, areally mappable models
● Advance interpretability of model (e.g. SAEs) and brain topography (e.g. more data) 
● Unify principles of functional organization within and across brain areas

Table 1: Comparison of GLUE performance between non-topographic BERT control models and Topoformer-BERT

PLS-SVD: 
SVD on the cross-covariance 

matrix of X and Y to find aligned 
components 
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