Cortical organization as optimization under distance-dependent constraints

Nicholas M. Blauch, Marlene Behrmann, David C. Plaut

Neuroscience Institute and Department of Psychology, Carnegie Mellon University
{blauch, behrmann, plaut}@cmu.edu

Carnegie Mellon University
Neuroscience Institute

Introduction

accuracy

Why do high-level visual representations show a substantial degree of domain- Architecture and method Selectivity: distance-dependent noise Selectivity: distance-dependent connectivity
level topographic specialization? ) i i
. _ . o ) IT alT o -> feedforward noise strength, oy -> recurrent noise strength o -> feedforward/recurrent noise strength
Modular theories claim that this reflects optimality of segrated representation for pil —
unrelated tasks, and possibly innate mechanisms for implementing such segregation [1] a2 o2 o o op =0,0=0 op =5, 0p=0 op = 0,05 =10 op =5, 0p =10 o =0.1 o=1 =35
However, graded topographic specialization might arise from domain-general distance- NOISYLIN LN+ softmax S face ] face
dependent constraints, such as connectivity [2], and axonal conduction noise [3], (see - By Kk > |°| iy
also: topography from abstract self-organizing principles [4,6]) el w E
+ Distance-dependent constraints have yet to be explored in terms of local recurrent ‘ '&;: pIT 5
computation in high-performing deep neural networks LN Rely + - + - 2 8 - 1
RESHAPE . 1
We investigate the claim that segregation is optimal, the possibility that general spatial s & ” 12 12 NOISY LIN NOISY LIN = l object ] object
constraints on recurrent computation may induce topographic functional specialization CONVsReLU  POOL CONV » ReLU PoOL 3 b
in a multi-task DCNN, and whether such specialization is graded in nature. ket oy e Py face i face
No advantage for segregated topographic model alt §
) standard DCNN of IT/VTC ~.
representations of unrelated tasks
« CORnet-Z V1/V2/V3/V4 CNN backbone with 2 map-like RNN layers (plT, alT) to - tond 1o be st than obiect i all model
; ; ; ; R + Face responses tend to be stronger than object responses in all models : . . T .
: : investigate high-level functional oraanization « Spatially Gaussian connection probabilities increased object and face-
Two unrelated tasks and a shared or modular hidden representation 9 9 . ] 9 ) * Recurrent distance-dependent noise produces localized domain selectivity, especially in pIT selective topography but only in the presence of strong noise
Traini Agiivation (variance] * Map-layers process static \Z inputs for 5 time steps + Feedforward distance-dependent noise binds selective regions across grids, but does not « Size of selective patches likely related to Gaussian connectivity width
raining . . . . H H H
——— Autoencoders 02 - Jointly learn to recognize 584 object (ImageNet) categories and 1882 face reliably develop them in the absense of recurrent noise
1000 N i o . . . .
m—rvTry €00 GGFace?) identities (matched in total # of images i i
800~ — g‘t?grelg (separate) | 015 © Og@go %8 (V ) ( g ) Les'on exper’ments face vs. object selectivity ( signed log(p) ) =
ol ] 1. ° o > * Impose one of two distance-dependent constraints on communication for _ _ o CO“CIUSlonS
i % 01 ° 0%° units arranged uniformly in a fixed location on a 2D grid: (see Box 1): We performed 1000 circular spatial/topographic lesions and measured
400 . S post-lesion face and object recognition performance.
200 ] ) 005 o * Noise: nearby units communicate with less noise than farther units (wrap- Basel " * We found no evidence for optimality of segregated representations across
2 RSN . . . . s , . . aseline model: - . - . i i
S 1(;00 ] © © around Euclidean distance). Noise is multiplicative with weights. 0p= 00, 0p = 0.0 DIStanCi de%egd;,nt n1o(|)s§ model: g;:.ela:ed (tjafks, even m.tr—jm abstract :ase of_otrt_hogt;rgl\lt':lsk jomac;nz
# of t . .. . . . . . : X =04, 0p=10. ; . * Object and face recognition can easily coexist in a and grade
Epochs s taSk::;it; p:ga::tzr; . u°ts T + Connectivity: nearby units have higher probability of connectivity than farther spatial lesion (p=0.3) pIT spatial lesion (p=0.3) osonp-03 | o cosmoovempinacs o) specialization naturally emerges to process both domains
- . . . . ° .p i P . Tesk units, using a Gaussian prObab'“ty distribution over distance. 1 lzo * Distance-dependent constraints on recurrent computation give rise to smooth
Shared training did not impair and slightly improved reconstruction performance (left) /\\ A domain organization in deep layers of a DCNN
and resulted in multiplexing of units onto the two unrelated tasks (right). . . . 120 120 1 : : -0
P g (right) Box 1: communication constraints S 110 ! < 110 E il * Constraints on feedforward communication may explain the emergence of a
g f : 3 i 3 | - “stream” of multiple face selective areas in [T/VTC
Branching architecture for objects+faces (cf. Dobs et. al CCN 2019) T} S —— Lomoed S 100+ FUN— I:!'i' i ? . P . . . :
. e i e i ehrink and grow same lesion » Some distance-dependent constraint combined with recurrent computation
Modified to use: uniform/full connectivity distance-dependent scaled gaussian noise 2 E 2 %] i Lot ot fce recooion seems to be the key to topographic organization
objects aces
- Fixed number of filters across architectures (modular brains don’t get double the neurons) : linear scaling g 80 ; E 1 g 80 i . J . * Distance-dependent noise is effective and biologically plausible
- CORnet-Z architecture [5], which has fewer parameters than AlexNet. . . 5 1 . ! > S 704 ! ¢ ' . . - . .
- Fully interleaved mini-batches during training distance- . £ : g ! ¢ Distance-dependent connection probability is also highly plausible and
dependent g 01 ! g 0] ! produces topography in the presence of uniform noise
i A ot Y ° ! 011 o Fae 02 . N . . S
branching models performance shared model responses noise : g 507 i g 507 ! lem * Lesions of pIT indicate strong but graded topographic domain specialization
- o- -15 . “ a0 E “ 401 i O st esonsia e O st e s whereas lesions of alT indicate surprisingly overlapping domain representations
domai 88- domai o . - . i - ' - '
05 o opject o foes : ! 10 3 “Sbiect recogrition (% of unlesioned) O et o a0 R0 et e s In sum, we find no functional advantage for segregated representations,
B + object recognition (% of unlesione % PRV . " N . - . - - - .
0.44 - 0.87 - Q g (for 1 example unit in center of grid) (for 1 example unit in center of grid) J ? Nioto he abjectrecogniton defict rom  lcion (0.3 oy and instead ascribe graded topographic organization to domain-general
043 . 2 5 's Topographic lesions of pIT induce highly domain-specific deficits in performance in the topographic model overlapping with the cluster of face selectivity constraints on communication in biological neural networks
0.42 g o E @ ® 0 E gaussian connectivity: width = 0.1 gaussian noise uniform with distance Baseline model: IT Distance-dependent noise model: unlesioned mean response (1a0es)
% o5 F25- . > 0p=0.0,0=0.0 a o =0.0, 6 =10.0 e ome
0.41 0.85 ° " & o o€ - s 1 . spatial lesion (p=0.3) spatial lesion (p=0.3) ?I -~ ¥ 'ﬁ_lTl I
0.40 - : A 9 , = - B
- oK QT C‘ F-_100 A o€ 25 Y , i .
039 Pz T e K § o i % | distance- _ o /\ i 5 e Our approach is complementary to a recent approach which develops
; : : ; : ; ; ; 0= i ‘ ! B dependent ® ' ' ' ] 120 ' ' topography by maximizing local correlations [6], with greater focus on biological
" br\a/‘rlmh pgintdecoder " br\:rl]ch p';ntd“""e“ 1 2 3 a 5 connectivity 5 T 110 : 1 T 110+ - ' ¥ :' {_“k{ I ‘ plausibility. In future work we hope to compare these approaches along with
face F-stat 0 § 200 b mmmm e 4: ______ 5 100 - _ ) ‘ Kohonen-like self-organization [4].
- Sharing representations doesn’t hurt and may slightly help performance 5 S 90 i 1 § 90 - S | unlesioned mean response (objects) A greater exploration of hyper-parameter space is still necessary, along with
+ Graded domain specialization emerges naturally in the shared model ‘ S e - ! > 5 g > : | _ = ‘ further fine-tuning of the distance-dependent constraints with respect to biology
+ Most units have information for both tasks, as in the brain ‘3\5 2o ! 8 o] I (distance scaling, connectivity width, multiple constraints, etc.)
s 1 1 S . Y f' . . : folizat
£ 604 i E= 0 ¢ In ongoing work, we include scenes and see further domain-level specialization.
References g i g 601 ( We are also investigating the link between functional specialization and
g 50 1 E g 50 . retinotopy, and are training on a dynamic task.
[1] Dobs, K., Kell, A., Palmer, I., Cohen, M., & Kanwisher, N. (2019). Why Are Face and Object Processing Segregated in the Human Brain? Testing Computational Hypotheses with Deep Convolutional Neural Networks. Cognitive Computational Neuroscience £ 404 i ) E 401 & ! 1 “- :.. CRE Ry -. . -E I
[2] Plaut, D. C., & Beh ,M. (2011).C 1 t 1 tati for f: d ds: A tational loration. Cognitive Neuropsychology, 28(3&4),251-275 ! © 024 6 610121416182032224 262830 ¢
[3] Ci?)l(l)llini, B., & (Jeotrt;z?lljrlc}. W. (2013). L(J)rlfilguzrlr)lfe}rlluﬁya.:fil;r\flelf)?r;ees:gllatilr(;lrilxslg(i;a?/cgrsis: c;(:)lirz; latz(;zrlxllil;l;t?ofgﬁdiige?lizrﬁ:pherfc ctollaboraticl)jn?)ln Prfzeedings of the Cognitive Science Society, 35(35) (pp. 334-339). 30 4'0 6‘0 8'0 160 120 30 4'0 6'0 8'0 160 120 surprising result! ACknOWIedgments
[4] Cowell, R. A., & Cottrell, G. W. (2013). What Evidence Supports Special Processing for Faces? A Cautionary Tale for fMRI Interpretation. Journal of Cognitive Neuroscience, 25(11), 1777-1793. .

object recognition (% of unlesioned) i iti o i alT can multiplex object and face
) 9 ObJECt recanmon (A) of unle5|oned) representations for readout, learns

[5] Kubilius, J., Schrimpf, M., Nayebi, A., Bear, D., Yamins, D. L. K., & Dicarlo, J. J. (2018). CORnet: Modeling the Neural Mechanisms of Core Object Recognition. BioRxiv, 1-9. e ra part of o oo Thanks to Jacob Prince, Rosie COWG”, and Michael Tarr for many productive discussions

[6] Margalit, E., Lee, H., Marques, T., DiCarlo, J., Yamins, D.L K. (2020). Correlation-based spatial layout of deep neural network features generates ventral stream topography. COSYNE. Topographic lesions of alT induce a range of domain-general deficits in performance in the topographic model


https://doi.org/10.1101/408385

